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Abstract—Intelligent Cyber-Physical Systems relies heavily
on data for real-time monitoring, analysis, and control of
physical systems. By converting offline handwriting into online
handwriting, it provides ICPS with more diverse and abundant
input data, enriching the variety and quantity of available
information. Based on the acquisition approach, there are two
kinds of handwriting data: online and offline data. Generally,
online data which contains pen trajectory of static character,
has more advantages than offline data in terms of character
recognition and analysis. Due to limited means of acquiring
online data, inferring from offline data is an attractive approach.
In this paper we introduce a novel framework to recover
handwriting trajectory from single static character image. The
trajectory can be represented by two types of sequence: points
sequence and frame sequence. Therefore, we design two streams:
points sequence prediction stream and frame sequence prediction
stream, based on the encoder-decoder structure. We combine
the two streams by a novel sequence consistent module to
synchronize the training process. With the two streams and their
complementary advantages, our methods can predict trajectory
with both high spatial and temporal accuracy. Extensive exper-
iments demonstrate the effectiveness of our network through
qualitative and quantitative comparison.

Index Terms—sequence consistent, frame-Point sequence,
handwriting trajectory recovery

I. INTRODUCTION

Handwriting recognition and analysis has been a subject of
intense research over the last two decades [1]. According to
sampling devices, handwritten character data can be classified
into two categories: offline and online data. Offline data
refers to static images captured by a scanner of a camera.
On the other hand, online data are points sequence sampled
by custom acquisition devices such as electrostatic or elec-
tromagnetic tablets. The sequential data record coordinate
information of pen tip moving trajectory of handwriting.
Comparing to static images, online data provides additional
dynamic information, which makes handwriting character
recognition tasks much easier. However due to the limited
application of such special sampling devices, acquiring online
data is much more difficult than offline images. Therefore if
we can recover the stroke trajectory from static 2D images,
the offline recognition problem could be transferred to online
recognition. Achieving this would not only bridge the gap
between offline and online recognition but also hold pro-
found implications for enhancing the capabilities of Intelligent
Cyber-Physical Systems [2], [3].

In recent years, with the blooming of deep learning, con-
volutional neural network (CNN) has been widely applied
for handwriting recognition. A number of CNN based mod-
els [4], [5] were proposed for offline character recognition.
As for online data, the input change to point sequence. Thus
recurrent neural network (RNN) based models were utilized to
handle sequential information [6], [7]. In comparison, online
handwriting recognition generally performs much better in
terms of precision and robustness to noise. Especially, for
Chinese characters, online data has intrinsic advantage. Differ-
ent from alphabetic letters, Chinese characters are composed
of many disconnected strokes. Moreover, different characters
have distinct stroke order, defined in the dictionary. Hence the
sequential points provide valuable stroke order information,
which can highly boost recognition performance. Besides,
images sampled in real scenes are noisy and corrupted, which
complicates training. Online data which consists of trajectory
sequence does not have those problems. With a model trained
on online data, character recognition will become more robust
and applicable in many real scenes.

In order to recover trajectory information from static im-
ages, some RNN based frameworks were proposed to predict
point sequence. In [8], the authors designed an encoder-
decoder short term memory networks (LSTM) network to
solve this problem by introducing two networks. An encoder
network is used to encode the extracted image feature se-
quence to a hidden representation, and a decoder network
takes the representation and sequentially predicts the data
points. In this way, the two-dimensional image matrix can
be converted to one-dimensional sequence which consists of
successive coordinate positions of the pen-tip. However this
method can only recover the trajectory within a single stroke.
Multiple strokes of one character could not be separated.
Besides due to the simple L1 distance loss used in this
framework, the output coordinate from decoder may deviate
from the actual skeleton of original images.

On the other hand, instead of predicting points coordinate
directly, we can also generate frame sequence of strokes.
With the recovered sequence, we can obtain the difference
image between each continuous frame, and extract point co-
ordinates from it. Recently, researchers propose to decompose
the motion and content flow to effectively handle complex
evolution of pixels. In [9], the authors designed a content
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bridge module (CBM), which contains two units taking charge
of representation flow and temporal flow respectively. By fo-
cusing on representation and temporal information separately,
training process can be eased. After the two units, a merge
unit is applied to synthesize the two flows. Based on this
work, we applied deep RNN network to predict trajectory
sequence frames. This method is able to successfully gen-
erate handwriting frames with high correlation to the actual
skeleton. However sometimes the temporal information can
not be accurately captured, due to the reason that image
generation loss functions lack the ability to constrain the
temporal variation of stroke sequence.

We observe that both point sequence and image sequence
have their pros and cons. Point prediction stream gives
clear motion flow, but lacks the ability to preserve character
shape information. Image prediction stream performs well in
generating good shape, but produces vague temporal flow.
This situation is explainable concerning these two intrinsic
data forms. For point sequence, the points are connected to
each other in a sequential modeling, giving explicit temporal
information. As to frame sequence, there is no sequential
connection between successive images. The loss function
works on inner-frame level, instead of inter-frame. Thus the
temporal constrain is implicit. To take advantage of both
networks to resolve this problem, we propose a deep frame-
point sequence consistent network to combine both streams.
We design a new module, named frame-point sequence
consistent module (FPSCM), in which the two streams
share the same hidden state. In this way, point and image
stream will constrain each other and keep consistent for spatial
representation and temporal information. We will demonstrate
the effectiveness of our network in the experiment section.

In summary, in this paper, we propose a novel two-stream-
style framework which keeps inner consistency to deal with
handwriting trajectory problems. Our contribution includes:
1) a new network to predict trajectory frames from a single
character image; 2) a novel frame-point sequence consistent
module to synchronize two stream training. Extensive experi-
ments demonstrate the effectiveness of our network by quality
and quantity comparison.

II. RELATED WORK

A. Handwriting Analysis and Understanding

For the task of handwriting analysis and understanding,
there are two main categories of methods: offline and online
approaches. Offline character recognition is a specific task
of image classification. Traditional methods use low level
features to encode characters or words. Almazan et al. [10]
encodes the input word image as fisher vectors (FV), i.e.,
as an aggregation of the gradients of a Gaussian mixture
model (GMM) over a few low-level descriptors, such as SIFT.
Then a set of linear SVM classifiers are trained for binary
attribute classification. Fang et al. [11] proposed a handwriting
recognition authentication scheme named HandiText based on
behavior and biometrics features. Xiong et al. [12] introduced

an effective attention module into multipule siamese network
(MSN) to extract discriminative information from offline
handwritten signatures.

Online handwriting data are composed of point sequences
of pen tips. Since the offline characters are naturally repre-
sented as scanned images, a number of papers tried to apply
CNN to online characters. However, in this way, the online
handwriting trajectory should firstly be transformed to static
image representations, such as the path signature maps [13]
and the directional feature maps [14]. Whereas for sequence
input, it is more reasonable to use RNN based network. Wang
et al. [15] also proposed a new method of online Tibetan hand-
writing sample generation based on component combination
for large character set, in which linear discriminate analysis
(LDA) is used to reduce the dimension of features. Zhang et
al. [16] focused on Chinese characters which are composed
of multiple strokes. The authors applied gated recurrent unit
(GRU) to replace LSTM. They also proposed a conditional
generative model to automatically draw recognizable Chinese
characters.

B. Sequence Prediction

The problem of future sequence prediction has received
growing interest in computer vision. Chen et al. [17] repre-
sented 3D structures by 2D maps of pairwise residue distances
and developed a new method to predict protein sequence pro-
files based on an image captioning learning frame. Balderas
et al. [18] evaluated the combination of artificial neural
networks (ANNs) into two novel algorithms developed with
the aim of improving image sequence prediction. Sharma
et al. [19] constructed a novel framework that employs a
neural image compressor to preserve the spatial relationships
between patches and generate a compressed representation
of the whole-slide image, and a customized deep-learning
regressor to predict RNA sequence from the compressed
representation by learning both global and local features.
ProtConv [20] employed convolutional neural network to
predict the functionality of proteins by converting the amino-
acid sequences to a two dimensional image. In 2017, Villegas
et al. [21] proposed to decompose spatial layout and temporal
dynamics. By independently modeling motion and content,
predicting next frame reduces to converting the extracted
content feature into the next frame content by identified
motion features, which simplifies the task. Pang et al. [9]
designed a content bridge module (CBM) which splits the
temporal flow and spatial representation flow. By balancing
these two directions, it is easier to train the network when
building deep.

III. METHODOLOGY

Our task is to recover the trajectory that finally generates
the character image, but learning temporal information from
static image is a challenging task. As a result, we need
the help of carefully designed data structure that suits for a
powerful sequence prediction model, which is able to capture
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Fig. 1. Deep frame-point sequence consistent network. The proposed network uses image features as initial states of FPSCM. The image prediction stream
and point prediction stream take in different inputs but are trained simultaneously. FPSCM is introduced to synchronize the two streams.

both temporal and content information at the same time. In
the following section, we firstly introduce two streams data
structure in Section 3.1. Then we detail our proposed frame-
point sequence consistent module (FPSCM) in Section 3.2.
Finally, we briefly describe the method of weights initializing
for the proposed frame-point sequence consistent network in
Section 3.3.

A. Two-Stream Data Structure

We design two-stream data structure, namely image pre-
diction stream and point prediction stream, for the proposed
model as shown in Figure 1. During the training time, the
input of the image prediction stream is the difference images,
while the input of the point prediction stream is the start and
end point coordinates, with pen tip states of each segment
in the difference image respectively. The target output of the
two streams is the ground truth difference image frames and
start/end points sequence. Consequently, we use MSE loss
for image prediction stream, L1 regression loss and softmax
classification loss for point prediction stream. During the
testing time, we predict image frame and point coordinate
for the time t+ 1 based on the previous t timestamps.

1) Image Prediction Stream.: It is easy to come up with
an idea of solving the trajectory recovery problem as a
video frame sequence prediction problem, i.e. we can try to
recover image frame sequence that finally generating such
static character image. It can be realized by sending image
frame sequence into a RNN style network. So we design

an image prediction stream to fulfill this task based on the
architecture of deep RNN network [9].

During training time, in order to better capture the motion
variation, we use difference image of neighboring frame
D = [diff img1, diff img2, · · · , diff imgN ] as the input of
image prediction stream.

As shown in Figure 1, at timestamp t, the input different
image is diff imgt, and after two convolutional and max
pooling layers, we have:

img0,t = Pool(R(diff
′
imgt;Wdiff

′
imgt

)),

diff
′
imgt = Pool(R(diff imgt;Wdiff imgt)).

where R is the “R” unit detailed in Section 3.2, Wdiff
′
imgt

and Wdiff imgt are the parameters of R, and Pool means max
pooling. With img0,t as the input of deep RNN network
at time t, we have imgL,t when the depth of deep RNN
network is L. After the image representation block, we
finally get the predicted image ˆdiff imgt+1 for timestamp
t + 1: ˆdiff imgt+1 = fdeconv(imgL,t), where fdeconvis
composed of stacked up-pooling and deconvolutional layers,
and the predicted image ˆdiff imgt+1 has the same size of
diff imgt. MSE loss is used for image prediction stream:
Limg = 1

N−1

∑N−1
t=1 ∥ ˆdiff imgt+1 − diff imgt+1∥2.

2) Point Prediction Stream.: The static character image
is generated by concatenating a sequence of point coordi-
nates and pen tip states, which could be seen as a matrix
P = [p1, p2, · · · , pN ′ ] ∈ R3×N ′

. In P, pt = (xt, yt, st), t ∈
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[1, 2, · · · , N ′] is a tuple, meaning point coordinates and pen
tip state at time t. In each tuple, xt ∈ [0, w], yt ∈ [0, h], where
w and h are the width and height of the character image.
st = 1, 2, 3 means pen-down (pen is drawing on paper), pen-
up (pen is leaving from paper) and end-of-char. We can further
transfer st into one-hot style s̃t:

s̃t =


(1, 0, 0), pen− down

(0, 1, 0), pen− up

(0, 0, 1), end− of − char

(1)

Given the point coordinates and states of timestamps t,
the point prediction stream gives prediction of next t + 1
timestamp . As shown in Figure 1, image and point prediction
stream shares the same temporal flow by FPSCM. In Section
3.2, unit T is designed as a convolutional layer with activation
function. As a result, we should convert the input of point
prediction stream in cort into the same shape with img0,t in
the image prediction stream (denoted as pre-process block in
point prediction stream), where

in cort = [startt, endt]

=

{
[(xt, yt) , (xt+1, yt+1)] if st = 1,
[(xt+1, yt+1) , (xt+2, yt+2)] otherwise.

(2)
We also have the pen tip states in statet for in cort:

in statet =
[
startstatet , endstatet

]
=

{
[s̃t, s̃t+1] if st = 1,
[s̃t+1, s̃t+2] otherwise.

(3)

Figure 2 details the converting process of getting point0,t,
which is the same size of img0,t in image prediction stream.
This converting procedure is indispensable, firstly it provides
feature maps with the same shape of image prediction stream.
Secondly, it forces the deep RNN network to focus on the start
and end point of current different images in image prediction
stream with the help of FPSCM. This indicates that point
prediction stream plays the role of attention mechanism.

B. Frame-Point Sequence Consistent Module

To model image and points sequence inputs, we need to
make sure that they can be trained efficiently and are in
consistent with each other along the temporal flow. At each
timestamp, we have a multi-modal data stream: image frame
and points sequence. If we handle image frame and points
sequence separately, it is hard to keep the consistency of
image and point stream in temporal flow, especially during
the testing phrase. This may caused by fact that there is
no communication mechanism that synchronize the hidden
states of these two streams. Therefore, we start to consider
how to break the communication gap between these two
streams, through which image frame and points sequence can
complement each other and the training process can converge.
Inspired by CBM [9], we design FPSCM to make sure the
temporal coherency between these two streams.

As mentioned before, CBM simplifies the training process
when building deep by balancing temporal flow and spatial
representation flow. However, in our scenario, we expect
not only to capture both temporal and spatial information,
but also to learn these information from image frame and
points sequence at the same time. So the architecture of our
proposed FPSCM is shown in Figure 3, in which there are two
“representation” units R and one “temporal” unit T . R units
can be seen as content feature extractor for image prediction
stream and point prediction stream respectively, and T acts
as sequence consistent supervisor on the sequential dimen-
sion. With sequence consistent unit T , parameters in content
representation flow and temporal flow can be co-updated.
Besides, R unit in image and point stream is treated as a
content representation bridge over the temporal information.
In this way, the two streams can be synchronized and trained
simultaneously by sharing the same T unit.

In the ith layer of deep RNN network (i ∈ [1, 2, ..., L]) at
timestamp t, we denote imgi−1,t and pointi−1,t as the input
of image and point prediction stream respectively, then we
have:

img′i,t = R (imgi−1,t;Wimgi) ,

point ′
i,t = R

(
point i−1,t;Wpoint i

)
.

where R = ReLU(conv(·)),Wimgiand Wpointi are the
parameters of R in ith layer of image and point stream. The
sequence consistent information calculated by unit T can be
represented as: ci,t = T

(
ci,t−1, imgi−1,t, pointi−1,t;Wti

)
,

where T = sigmoid(conv(·)), ci,t is the memory state on
temporal flow in ith layer at timestamp t, and Wti is the
parameters of T in ith layer.

Finally, in order to keep frame-point sequence coherence,
we use unit M to merge information from image frame and
points sequence as:

imgi,t = M(img
′

i,t, ci,t),

pointi,t = M(point
′

i,t, ci,t).

where M is the element-wise production, imgi,t and pointi,t
are the output of image and point prediction stream in ith

layer at time t step. For each timestamp t, we stack several
FPSCMs to construct a deep RNN network.

C. Initializing Weights for the Proposed Network

It is hard to learn temporal information from a static
image or its feature representation, but we can treat feature
representation as an embedding vector and encode it into
a coarse temporal sequence. This kind of coarse temporal
sequence contains right-to-left and top-to-down sequential
information of a static character image, since each element
in the embedding vector can be mapped to a particular rect-
angular part of the image. Due to the reason that convolutional
neural network (CNN) can adapt its weights to obtain robust
feature representations, we use a deep CNN to learn feature
representation from the input character image directly. The
deep CNN is composed of eight convolutional layers with
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Fig. 2. Pre-process of point prediction stream. Input points are transferred into feature maps with the same size of img0,t in image prediction stream. The
start and end points are first mapped into a 8 × 8 matrix, and then Gaussian distribution is applied in the mapped points’ 3×3 neighborhoods. After that, a
1×1 convolutional layer is followed, cascading a multi-dilation layer with dilation rates ranging from 1 to 3. With the summation of the dilated feature maps,
two up convolutional layers are used to complete the feature maps with the same size of the input in image prediction stream.

Fig. 3. Frame-point sequence consistent module. FPSCM is designed to guarantee the coherence between image and point prediction streams. The red lines
represent temporal flows, the blue lines and purple lines are the representation of image and point stream respectively. R, T , and M denote content feature
extractor, sequence consistent unit, and merge function respectively. The dashed blue and purple line means feeding forward is allowed but back-propagation
is inhibited with a certain probability, denoted as temporal dropout.

kernel size of 3 ×3. Rectified linear unit (ReLU) and max
pooling are applied after all except the 3rd, 6th, and 8th

convolutional layers, while batch norm layer is employed
after only these three layers to speed up the converge process
during training stage. For an input character image, after
feature extraction block, a 1×2 pooling layer is used to yield
long sequence vector. This long sequence vector is further
sent into a stacked multi-layer LSTM network for feature
embedding, which generates the initial states Ci,0, i ∈ [1, L]
for FPSCMs.

IV. EXPERIMENT

The feature extraction network takes input images of 64 ×
64, and LSTM cells of 512 hidden units are stacked in multi-
layer LSTM network. There are five layers in both multi-layer

LSTM network and deep RNN network, which means L = 5.
We set α = 0.5, β = 0.5, and weights for s1, s2, s3 are 1, 20,
100.

A. Dataset

Training data plays an important role in deep learning
based framework in terms of data quality and quantity. To
the best of our knowledge, there exists no such dataset with
sufficient number of data containing trajectory information
and corresponding offline images. Online data contains sam-
pled point coordinates through writing time, and we can
convert online data to its offline images. Hence, we have large
amount number of data to train and test our proposed network.
We use OLHWDB1.1 [22], UNIPEN [23], and LIPI Toolkit
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dataset1 to evaluate the performance and generalization of our
proposed network.

The OLHWDB1.1 dataset is a Chinese online handwriting
dataset, including 3755 characters in the GB2312-80 level-
1 set written by 240 people. UNIPEN contains English
characters (lowercase and uppercase), and digits. LIPI Toolkit
dataset includes Tamil, Telugu, and Devanagari characters.
Since the number of the mentioned datasets is huge, we only
select a small subset (around 10,000 samples) for training,
and the other 1,000 samples for testing.

B. Evaluation Matrix

Suppose the number of testing set is denoted as Ntest, we
measure the performance of the proposed network based on
two evaluation metrics:
(1) Start Point (SP) accuracy: For every handwriting char-
acter, there is only one start point. So if the network can
predict the start point correctly of the offline image, we regard
it as a positive result, otherwise negative. As a result, we can
calculate the start point accuracy as:

SP =
Number of images with correct SP prediction

Ntest
. (4)

(2) End Point (EP) accuracy: Similar to SP, for every offline
image, there is only one end point. Hence we can calculate
the end point result as follows:

EP =
Number of images with correct EP prediction

Ntest
.

(5)

C. Baselines

We compare our FPSCM with two baselines:
(1) SSM-MCE [24]: This approach develops compact clas-
sifiers using deep neural networks for online handwritten
Chinese character recognition.
(2) ATR-CNN [25]: This method extends CNN model for
offline handwritten Chinese character classification.

D. Results and Analysis

1) Impact of Different Components in Deep Frame-Point
Sequence Consistent Network.: From Figure 4, we can easily
draw the conclusion that image prediction stream has the
superior ability in capturing the shape of the character image,
while inferior in memorizing the temporal information. On
the other hand, point prediction stream has advantages in
terms of temporal flow, and disadvantages in the aspects of
keeping character’s shape. The reason can be traced down
to the data structure and loss function of image stream and
point stream. As well known, image frame covers rich content
information, and point sequence carries temporal information
in an explicit way. In order to complement one another, we
combine data streams from image frame and points sequence.
However, we find the model can hardly converge since there
is no mechanism to co-update parameters of hidden states

1http://lipitk.sourceforge.net/hpl-datasets.htm

(a) Recovered Sequence Using Image Prediction Stream

(b) Recovered Sequence Using Point Prediction Stream

(c) Recovered Sequence Using Both Stream with FPSCM

Fig. 4. Comparison of prediction results from different streams. Above
are recovered sequence using (a) image prediction stream only, (b) point
prediction stream only, and (c) image and point prediction stream with
FPSCM.

along the temporal flow. FPSCM is specially designed to solve
this problem, and experiment results show that multi-modal
data sequence can yield satisfied results by sharing the hidden
states’ parameters along temporal flow.

TABLE I
EVALUATING THE GENERALIZATION ABILITY OF THE PROPOSED

MODEL.

Training Evaluation Testing Dataset
Dataset Metrix OLHWDB1.1 UNIPEN LIPI Indic

OLHWDB1.1 SP(%) 93.86 31.67 43.70
EP(%) 86.61 36.30 55.14

UNIPEN SP(%) 24.21 97.57 27.44
EP(%) 16.64 93.87 32.03

LIPI Indic SP(%) 49.55 25.75 98.13
EP(%) 29.69 40.49 96.71

2) Generalization Ability of the Proposed Model.: To study
the generalization ability of the proposed model, we set
several kinds of experiments as follows: train by Chinese,
test by Chinese (C-C), C-U, C-I, U-C, U-I, and I-U, where
C, U and I shorts for Chinese OLHWDB1.1, UNIPEN English
and digits, and LIPI Toolkit Indic dataset respectively. Table
I shows that the proposed model has stable generalization
ability to a variety of language datasets. Besides, the pro-
posed model trained by Chinese handwriting online dataset
can achieve satisfactory performance on UNIPEN and Indic
dataset. However, model trained on neither UNIPEN nor Indic
datasets gets pool performance. This phenomenon indicates
that, Chinese character covers much more complicated struc-
ture than English, digits and Indic. Besides, our proposed deep
frame-point sequence consistent network has a strong power
in recovering the temporal information from a static image.
As a result, the proposed network can perform well on the
unknown dataset given the fact that the training set already
covers sufficient information.
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TABLE II
COMPARISON THE RECOGNITION RESULTS.

Dataset
Recognition Rate(%)

Recovered Offline +
Online Offline Trajectory Recovered Trajectory

OLHWDB1.1 95.43 90.77 94.67 95.40
LIPI Indic 96.61 92.35 95.54 96.69

(a) Static Chinese Character Images

(b) Recovered Chinese Character Trajectory

(c) Static UNIPEN Character Images

(d) Recovered UNIPEN Character Images

(e) Static Tamil Character Images

(f) Recovered Tamil Character Trajectory

Fig. 5. Examples of the recovered handwriting trajectory. Character images
in (a), (c) and (e) are the static images randomly chose from OLHWDB1.1,
UNIPEN, and LIPI Toolkit Tamil Indic dataset. Colored images in (b), (d)
and (f) are the recovered trajectory sequence, and each color represents one
stroke.

3) Comparison of Recognition Rate.: To further analyze
the quality of the recovered handwriting trajectory, we first
list some recovered trajectory results in Figure 5, and then
compare the recognition performance of using static character
images, original points sequence, recovered points sequence,
and the combination of static images and recovered points
sequence in Table II.

In Figure 5, we randomly choose several static images
from OLHWDB1.1, UNIPEN, and LIPI Toolkit Tamil Indic
dataset (see Figure 5(a), 5(c) and 5(e)) to recovery their
handwriting trajectory. The recovered trajectory is marked
in different colors, and each color represents one stroke. In
fact, each stroke is the connection of start and end point
obtained by point prediction stream. From Figure 5, we
can see that examples in UNIPEN dataset preserve the best
shapes since data in UNIPEN dataset is much simpler than
the other compared datasets. We also validate the rationality
of improving the recognition results by utilizing both static
offline images and the recovered trajectory online sequence.

In Table II, we can see that online data achieves the best
recognition results, while the performance of static offline
images declines a lot. Recovered trajectory online sequence
obtained by our proposed network shows comparable or even
better recognition results than the static offline images. If
we combine the recognition results of offline images and
recovered trajectory online sequence, the recognition rate can
be further improved.

V. CONCLUSION

Handwriting trajectory recovery provides much merit for
character recognition. With the dynamic information of pen
tip moving order, characters with multiple strokes could be
easily classified and recognized. In this paper, we introduce a
novel two-stream framework to address sequence prediction
problem. Our main contribution includes: 1) A new image
frame prediction network for trajectory recovery; 2) A novel
FPSCM to synchronize two-stream training on temporal flow.
We propose and implement a carefully designed deep frame-
point sequence consistent architecture to accomplish this
task. Extensive experiments demonstrate that our network is
able to recover high quality handwriting trajectory. With the
success in this prediction task, we believe that our two-streams
training architecture has great potential for other deep learning
problems, such as video frame prediction, voice recognition,
NLP and so on. In these tasks temporal information plays an
important role. Thus different form of original input could
boost each other if synchronized in the training process. We
will continue exploring the possibility in our future work.
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