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Abstract
Dependency analysis can better help neural network to capture semantic features in sen-
tences, so as to extract entity relation. Currently, hard pruning strategies and soft pruning
strategies based on dependency tree structure coding have been proposed to balance
beneficial additional information and adverse interference in extraction tasks. A newmodel
based on graph convolutional networks, which uses a variety of representations describing
dependency trees from different perspectives and combining these representations to
obtain a better sentence representation for relation classification is proposed. A newly
defined module is added, and this module uses the attention mechanism to capture deeper
semantic features from the context representation as the global semantic features of the
input text, thus helping the model to capture deeper semantic information at the sentence
level for relational extraction tasks. In order to get more information about a given entity
pair from the input sentence, the authors also model implicit co‐references (references) to
entities. This model can extract semantic features related to the relationship between en-
tities from sentences to the maximum extent. The results show that the model in this paper
achieves good results on SemEval2010‐Task8 and KBP37 datasets.
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1 | INTRODUCTION

Entity relationship extraction is a subordinate task of infor-
mation extraction. The object of entity relationship extraction
task is to extract entity relationship triplet from unstructured
text, namely< entity 1, relationship, entity 2>, in which ‘entity 1’
and ‘entity 2’ are two named entities involved in ‘relationship’,
and ‘relationship’ refers to the type of relationship between two
entities. Entity relation extraction is the key technology in se-
mantic understanding, and also the basis of machine translation,
knowledge graph construction, automatic question answering
system and other applications.

At present, there are two main research frameworks for
entity relationship extraction: one is pipeline method, that is,
entity relationship extraction is carried out after entity recogni-
tion. The second is the joint extraction method, that is, entity
identification and relation extraction at the same time. The

pipeline method carries out relationship extraction on the basis
of named entity recognition. Errors generated in entity recog-
nition will affect relationship prediction results and cause error
propagation [1]. Compared with the pipelined method, the
combined extraction method is considered to have better per-
formance and potential. In 2017, ZHENG et al. [2] earlier
proposed an entity relationship joint extraction method based
on the new labelling strategy, which converted the joint learning
model containing named entity recognition and relationship
classification into a sequential labelling problem and achieved
good results. Although joint relation extraction avoids the er-
ror propagation problem in the pipeline method, it requires
more complex model structure to encode richer semantic
information.

The purpose of dependency analysis is to reveal the syn-
tactic structure of a sentence by analysing the dependencies
among the components. The dependency analysis information
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representing the syntactic structure of the text grammar can
provide effective prior structured text information for the joint
relation extraction, help the model to clarify the text structure,
and improve the entity relation extraction performance. In ref.
[3], dependency analysis and heuristic rules of Chinese grammar
are used to extract relational statements, then argument posi-
tions are determined according to distance, and triples are finally
output, thus avoiding the restrictions on relational extraction
brought by complex Chinese grammatical rules, flexible
expression methods, and diversified semantics. In ref. [4], word
sequences based on the shortest dependency path (SDP) are
added to the model input, and semantic information of the text
is extracted through Bidirectional Long Short Term Memory
(Bi‐LSTM) networks and convolutional neural networks. It has
achieved good results in Chinese news corpus. Dependency
analysis builds a syntactic tree structure. Considering the
complexity of Chinese syntactic structure, the graph method is
introduced to encode the structural information in dependency
analysis, which has higher flexibility and applicability than the
traditional tree structure. Graph Convolutional neural Network
(GCN) is an implementation of convolutional networks, which
can extract the spatial features in the topology diagram and
effectively aggregate the entity nodes containing entity re-
lationships, thus improving the performance of entity rela-
tionship extraction. In order to reduce information redundancy,
researchers cut the dependency relationships in the dependency
analysis diagram and only retain part of the dependency re-
lationships [5–8].

Based on the above discussion, this paper explores a more
comprehensive and flexible way to enhance dependency struc-
ture coding. We present a REmodel based onGCN highlighting
Multiple dependency representations (abbreviated as MDR‐
GCN for the rest of this paper). In the model presented in
this paper, the GCN sublayer is driven in parallel by three de-
pendency representations, including the full adjacency matrix,
the centralised adjacency matrix and the distance‐weighted ad-
jacency matrix. These matrix representations describe the de-
pendency structure with different refinements. The output of
the GCN sublayer is then input into the GSF Extractor module.
This module uses the attention mechanism to capture deeper
semantic features from the context representation as the global
semantic features of the input text, thus helping the model to
capture deeper semantic information at the sentence level for
relational extraction tasks. In order to get more information
about a given entity pair from the input sentence, this article also
models implicit co‐references (references) to entities. This
operation fully and flexibly encodes the entire dependency
structure and preserves the most useful dependency informa-
tion needed for relationship classification. In addition, the
renormalisation parameter is introduced into the graph
convolution operation, which will also affect the accuracy of the
whole RE model. Therefore, this parameter is constantly
adjusted in the training process to obtain the best performance
of the proposed RE model. The model was trained and tested
on Semeval2010Task8 and KBP37 datasets.

In addition, a large amount of data has been generated in
the industrial digital age, and how to transform the data into

valuable knowledge is worth studying. Fault diagnosis and root
cause analysis of industrial equipment play an important role in
the whole process of automatic production. Because the
structure of industrial large equipment is very complex, once
the fault occurs, it may affect the whole production cycle. It is
very important to accurately diagnose the fault of industrial
equipment and make it in the best working state. By exploring
the complex correlation between faults, knowledge analysis and
utilisation can be realised, and auxiliary decision making and
diagnostic reasoning can be provided for maintenance
personnel, which is of great research significance. The model
proposed in this paper has also achieved good results on the
data set of industrial equipment fault diagnosis and root cause
analysis.

2 | RELATED WORK

Traditional relational extraction mainly constructs classification
models based on features [9] or kernel functions [10]. This
method is feasible and effective, but depending on selected
feature sets or designed kernel functions, it is easy to introduce
human errors, which limits the performance of relational
extraction models to a large extent.

At present, deep learning‐based methods are widely used in
relation extraction tasks. The authors in refs. [11] and [12]
extract sentence sequence features using CNN and RNN
respectively, and implement relational classification through
Softmax classifier. In view of the noise problem caused by data
imbalance, Santos et al. [13] proposed a sort loss function to
replace cross entropy, and carried out special processing on
other classes to reduce the influence of noise. Wang et al. [14]
introduce the attention mechanism into the relational extrac-
tion model and focuses on the effective information in sen-
tences through the attention mechanism to improve the
performance of the model. Considering that local features and
context features of sentences contribute to the task of relation
extraction, the authors in refs. [15] and [16] used the method of
joint neural network to combine RNN and CNN to obtain
local features and context features of sentences, so as to
improve the performance of model relation extraction. In the
above model, the original statement is directly used as the input
to construct the end‐to‐end model, and good results are
obtained.

In addition, in order to fully explore the deep semantic
information in sentences, the researchers import the de-
pendency tree of sentences into the model and build a model
based on dependency relationship. In order to make full use of
the effective information in dependency tree and eliminate the
interference features, the researchers put forward a variety of
pruning strategies to select the beneficial information in de-
pendency tree. Xu et al. [17] popularised the idea of De-
pendency based on SDP between entities by pruning and
applied it to LSTM networks. Guo et al. [18] have used a
Recurrent Convolutional Neural Network model in which an
attention mechanism based on the SDP is added to enhance
keywords and sentence features. In ref. [19], pruning strategy is
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applied to reduce the entire tree to the subtree under the entity
Lowest Common Ancestor (LCA), and the structural infor-
mation of the subtree is captured by LSTM‐RNN with bidi-
rectional tree structure. Zhang et al. [5] proposed an
improvement on the basis of LCA rules, preserving nodes
within K distance of LCA subtree of entity pairs, and intro-
ducing graph convolutional network for relation extraction.
The above research shows that dependency trees contain
abundant information that is beneficial to the task of relation
extraction, which plays a certain role in improving the per-
formance of relation extraction model. However, the rule‐
based hard pruning strategy tends to lead to over‐pruning or
under‐pruning, thus reducing the utilisation rate of informa-
tion in dependency trees. Moreover, most models choose
CNN or RNN as feature extractors. Non‐local dependency
features in dependency tree cannot be fully learned.

3 | MODEL DESCRIPTION AND
IMPLEMENTATION

Model Description and implementation. This chapter mainly
introduces the graph convolutional neural network based on
multiple dependency representation. The model framework is
shown in Figure 1. The structure and function of each module
will be described in detail below.

3.1 | Introduction to the overall framework
of the model

The model in this paper is inspired by ref. [20], pretraining
model BERT is used to encode input sentences, and then a
graph convolution neural network model based on multiple

F I GURE 1 Graph neural network model framework for multiple dependence representation.
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dependency representation is used. Specifically, the model uses
multiple representations to describe the dependency tree from
different perspectives, and then combines these representa-
tions to obtain a better sentence representation for relational
classification. This model can extract the semantic features
related to the relationship between entities from sentences to
the maximum extent. The output is input into the new GSF
Extractor module. The increased GSF Extractor module uses
the attention mechanism to capture deeper semantic features
from the context representation as the global semantic features
of the input text, which can help the model to capture deeper
semantic information at the sentence level for relational
extraction tasks. Finally, the output results are forecasted by
softmax operation.

3.2 | BERT model

The BERT pre‐training model used in this paper is essentially a
multi‐head attention mechanism model built with the encoder
of Transformer model as the base model. In previous studies,
BERT and RNNs models are different, and their performance
in parallelism and semantic understanding is more prominent.

The BERTmodel is just an encoder using the Transformer
model, which is made up of 6 identical layers, each of which is
made up of two sub‐layers. The processed words in the original
sequence are mapped to multidimensional word vectors
ei ∈ Rd, d is the dimension of the word vectors. Then, we get
the set of word vectors for the sentence s X = {e1,⋯,en},
where X ∈ Rn�d. Therefore, the multi‐head attention mech-
anism layer can be roughly represented as follows:

z¼MultiHeadðQ;K;V Þ ¼HWo ð1Þ

whereWo ∈ Rhn�k is the weight matrix of the bull's attention.
In the model, the multi‐head self‐attention means that Q,

K and V are firstly transformed linearly, and then the similarity
is calculated. This process is repeated for h times, and then the
results of h times are combined together and then linear
transformation is performed as the result of the multi‐head
self‐attention mechanism. The calculation method is as
follows:

Q¼ XWQ ð2Þ

K ¼ XWK ð3Þ

V ¼ XWV ð4Þ

where WQ ∈ Rk�n, WK ∈ Rk�n, WV ∈ Rk�n are the weight
matrices of Q, K and V respectively. Then, after repeating a
times, the final output of multi‐head attention is to splice the
output of each head. The expression is as follows:

H ¼ head1 ⊕ head2 ⊕ ⋯ ⊕ headh ð5Þ

where H ∈ Rn�hn, ⊕ is a concatenation operation. To sum up,
the expression of headi is as follows:

headi ¼ softmax
XWQ

i

� �
XWK

i
� �T

ffiffiffi
k
p

0

@

1

A XWV
i

� �
ð6Þ

where WQ
i ∈ Rk�n, WK

i ∈ Rk�n, WV
i ∈ Rk�n. After residual

and normalisation processing, the results of multiple attention
mechanism layer enter the feedforward neural network layer,
which obtains the vector representation of text semantics
through simple linear activation operation. The process is as
follows:

C ¼max 0;ZW1 þ b1½ �W2 þ b2 ð7Þ

where W1 and W2 are the weight matrix of the feedforward
network; b1 and b2 are the bias of the feedforward network.

3.3 | Dependent propagation layer

3.3.1 | Graph convolutional network

GCN is a simple and effective graph‐based convolutional
neural network, which can effectively capture the dependency
between data through the information transmission between
graph nodes. Therefore, it is often used to process the data
with rich and interdependent relationships between objects.
The input of the graph convolutional network is the structure
of the graph and the characteristic representation of the nodes
in the graph. For each node in the graph, GCN obtains the
feature representation vector of the node through the property
fusion of other nodes near the node.

Given the adjacency matrix A¼ aij
� �

n�n ∈ Rn�n and
matrix input data H(0) ∈ Rn�d, each layer in the GCN structure
of layer l can be represented by the graph convolution oper-
ation as follows:

H ðmÞ ¼GCN H ðm−1Þ;A
� �

¼
Δ σ ~AH ðm−1ÞW ðmÞ

A þ B
ðmÞ
A

� �
;m¼ 1; 2;⋯; l

ð8Þ

where H(m) is the output of layer m and the input of layer
(m þ 1),W ðmÞ

A ∈ Rd�d and BðmÞA ∈ Rn�d are the linear param-
eter matrix and bias of layer m; σ(.) is a non‐linear activation
function, such as ReLU function. ~AH ðm−1ÞW ðmÞ

A is the graph
convolution operation with respect to A; ~A is a renormalised
version of A. In the GCN operation of the model proposed in
this paper, ~A is defined as follows:

~A¼ ðDþ γIÞ−1ðAþ γIÞ ð9Þ

where I is the identity matrix of order n;
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The degree matrix D¼ dij
� �

n�n is a diagonal matrix of
dij
� �

n�n, defined as follows:

dii ¼
Xn

j¼1
aij; dij ¼ 0ði ≠ jÞ ð10Þ

where γ is the renormalisation parameter, which can be
adjusted to achieve the best result.

Referring to the description of renormalisation parameters
in the paper [20], Kipf and Welling propose the GCN in ref.
[21], and from their introduction, it is inspired not only by
spectral graph theory based works [22, 23], but also by the
graph learning models. They suggest that a renormalisation
trick should be introduced to ensure the numerical stability of
the graph convolution operator. Inspired by the K‐scaling
method, we assume that if we introduce a renormalisation
parameter γ to the renormalised adjacency matrix in the graph
convolution operator, adjust γ in training, then it is possible to
obtain a better result than what have been achieved by previ-
ous GCN‐based RE frameworks, where such renormalisation
parameter is not explicitly included and is essentially set to 1 by
default. Wu et al. [24] perform a spectral graph theoretical
analysis, which is also established for our proposed RE
framework.

3.3.2 | Presentation dependency structure

The result of dependency analysis is usually a graph where the
nodes represent the tags and the edges represent the de-
pendencies between the tags, called a dependency graph. Given
an entity pair, the SDPS in the dependency tree is defined as
the shortest path between the respective node subsets corre-
sponding to the two entities. Each SDPS considered in this
article are unique paths between the LCA (LCAs) pairs of their
respective subset of entity nodes. To encode the dependency
structure, you need to transform the dependency tree into a
computable mathematical object. This article covers some of
the following methods.

1) Full adjacency matrix

An adjacency matrix is a common algebraic representation
of the adjacency structure of a graph or tree. The dependency
structure can be encoded using the adjacency matrix of the
complete dependency tree. The adjacency matrix A of a graph
or tree containing n vertices is a matrix aij

� �

n�n, where if there
is an edge connection between nodes i and j, then aij = 1;
Otherwise, aij = 0.

However, previous relational extraction work has shown
that variants of the adjacency matrix may have better perfor-
mance than the original adjacency matrix. In the model pro-
posed in this paper, these different adjacency matrices will be
combined in an attempt to combine the information provided
by these matrices to improve the performance of entity rela-
tionship extraction.

2) Concentrated adjacency matrix

Xu et al. [17] proposed an LSTM‐based RE framework
approach that only utilises SDP instead of the full dependency
tree of the original sentence, which achieves better perfor-
mance than the traditional RNN‐based model (in which there
is no dependency structure). This enables the use of adjacency
matrices centred on SDP in GCN operations. This type of
matrix can be obtained by setting the items representing edges
not included in SDP as 0 in the given original adjacency matrix
A, that is, SDP‐concentrated adjacency Matrix Ac is defined by
a matrix cij

� �

n�n: if nodes i and j are connected by an SDP
edge, cij = 1; Otherwise, cij = 0. This is equivalent to degrading
the full dependency tree to its subgraph, where all nodes on the
SDP side are retained, but nodes on the non‐SDP side are
removed. As a result, SDPS are emphasised, and GCN oper-
ations are more focused on SDP‐related data.

3) Distanced‐weighted adjacency matrix

Contrary to the centralised method, this paper retains all
the non‐zero terms in the original adjacency matrix and
modifies the zero terms according to the distance between
nodes, which is defined as the length of the shortest path
between these nodes. This is equivalent to converting the
original tree into a weighted complete graph whose edge
weights are determined by distance. This article accomplishes
this by assigning weights to each node pair:

If i ≠ j, wij ¼ φ dij
� �

; Otherwise, wij ¼ 0.
Where wij and dij are the weights and distances of nodes i

and j respectively, and φ(.) is the non‐negative decreasing
function of distance. For example, Shuman et al. [25] set φ as
threshold Gaussian kernel function, ref. [25] shows that when
the GCN layer is calculated with the distance‐weighted adja-
cency matrix, more comprehensive dependency analysis in-
formation can be used and the accuracy of relational extraction
task can be improved.

3.3.3 | Joint representation of multi‐dependency
relationships

As mentioned earlier, various types of matrix representations of
dependency structures are used in the GCN‐based approach.
However, as far as is known, there is insufficient evidence or
rigorous theoretical analysis to say which dependency repre-
sentation is optimal for a given GCN‐based model or for a
specificNLP task. Therefore, as an attempt to present the model
in this paper, various types of dependency representations are
combined, including the adjacency matrixA, SDP‐concentrated
adjacency matrix Ac and exponential‐distance‐weighted adja-
cency matrix Aw. The combined output of the parallel GCN
layer driven by different representations of the dependency tree
is then input into the new module GSF Extractor module.
The initial input H ð0Þ

ð:Þ
, intermediate input H ðmÞ

ð:Þ
and the relation

extraction H(l ) between output and final output of the model
proposed in this paper are shown as follows:

LIANGFU ET AL. - 251

 23983396, 2024, 3, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/cps2.12080, W

iley O
nline L

ibrary on [12/03/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



H ð0Þa ¼H
ð0Þ
c ¼H

ð0Þ
w ¼ h1h2:::hs½ �

T ∈ R
s�d

ð11Þ

H ðmÞa ¼GCN H ðm−1Þ
a ;A

� �
;m¼ 1; 2;…; l ð12Þ

H ðmÞc ¼GCN H ðm−1Þ
c ;Ac

� �
;m¼ 1; 2;…; l ð13Þ

H ðmÞw ¼GCN H ðm−1Þ
w ;Aw

� �
;m¼ 1; 2;…; l ð14Þ

H ðlÞ ¼ H ðlÞa H ðlÞc H ðlÞw
� �

∈ R
s�3d

ð15Þ

According to the operation mentioned in ref. [5], a sen-
tence representation f s : R

s�3d→ R
3d in vector form can be

obtained through a maximum pooling operation hs, which is
defined as follows:

hs ¼ f s H ðlÞ
� �

ð16Þ

In this article, hðmÞi is denoted as the output of layer m xi and
the input of layer (m þ 1)xi, which is row i of matrix H(m).

3.3.4 | Global semantic feature extractor module

The output of the graph convolutional network can be denoted
by the following formula:

H ¼ h0; :::; hnf g ð17Þ

In this paper, the maximum pooling operation is used to
obtain the shallow characteristics of entity pairs and processed
input sentences. Entity index pairs of entity e1 are denoted as
(i,j ) and entity index pairs of entity e2 are denoted as (k,l ), as
shown in formulas (18), (19) and (20).

he1 ¼Maxpooling hi:j
� �

ð18Þ

he2 ¼Maxpooling hk:lð Þ ð19Þ

hg ¼MaxpoolingðHÞ ð20Þ

Previous work has always directly linked vector represen-
tation [he1 ⊕ he2 ⊕ hg] as the global semantic feature of the
input text. This paper argues that this is not enough to help the
model capture deeper sentence‐level semantic information for
relational extraction tasks. Unlike them, in order to obtain
better global sentence‐level semantic features, this paper uses a
global semantic feature extractor module, which uses [he1 ⊕
he2 ⊕ hg] as a query vector to capture deeper semantic features
from context representation H, as shown in Equation (21).

hs ¼ Softmax
H · Ws he1 ⊕ he2 ⊕ hg

� �� �

ffiffiffi
d
p

� �

· H ð21Þ

where Ws ∈ Rd�3d is a linear transformation matrix, and d is
the hidden dimension of the vector.

To get more information about a given entity pair from the
input sentence, the article also models implicit co‐references
(references) to entities. Specifically, this paper uses the repre-
sentation of the entity as the query vector to obtain a new entity
feature vector from H, as shown in formulas (22) and (23).

h∗
e1 ¼ Softmax

H · he1
ffiffiffi
d
p

� �

· H ð22Þ

h∗
e2 ¼ Softmax

H · he2
ffiffiffi
d
p

� �

· H ð23Þ

3.3.5 | Relational classification layer

Finally, a trainable matrix WR is used to map it to the output
space:

O¼WR · hs ⊕ h∗
e1 ⊕ h∗

e2
� �

ð24Þ

where O is an |R|‐dimensional vector, and each value rep-
resents a relation type in the relation type set R. softmax
function is used to predict the relation r̂ between e1 and e2:

r̂ ¼ argmax
exp Ouð Þ

PjRj

u¼1
exp Ouð Þ

ð25Þ

where Ou represents the value of vector O in the u dimension.

4 | EXPERIMENT AND RESULT
ANALYSIS

4.1 | Experimental data and evaluation
index

This paper conducts experiments on two standard relational
extraction data sets, which are:

1) SemEval2010‐Task8 data set. The dataset contains 10,717
sentence instances, including 8000 training instances and
2717 test instances. The relationship types include 9 class
relations and 1 other class.

2) KBP37 data set. Using the 2013 and 2010 KBP docu-
mentation datasets and the 2013 Wikipedia annotated text
datasets, this dataset includes 15,917 training instances,
3405 test instances, and 19 different relationships in which
low‐frequency relationships are discarded, with more than
100 training instances for each relationship. The statistics of
the two datasets are shown in Table 1, and the details of the
SemEval2010 and KBP37 datasets are shown in Table 2.

The evaluation model of Macro F1 value was adopted in
both data sets. Macro first calculates F1 for each class, then
computes an arithmetic average for all classes. Before calcu-
lating the F1 index value, the precision ratio P and recall ratio
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R were obtained according to the confusion matrix, as shown
in Equations (26) and (27).

P ¼ TP=ðTP þ FPÞ � 100% ð26Þ

R¼ TP=ðTP þ FNÞ � 100% ð27Þ

F1 value is defined as the harmonic average of the preci-
sion rate and recall rate, as shown in Equation (28).

F1 ¼ 2PR=ðP þ RÞ ð28Þ

4.2 | Parameter setting

General training Settings such as hyperparameters follow the
description in ref. [5] and are created or adjusted according to
the model and experimental sections proposed in this paper.
See Table 3 for details.

4.3 | Existing model

Several state‐of‐the‐art RE methods, most of which are de-
pendency based, are used as a baseline to compare the model
in this paper:

1) CNN þ PF (CNN Position Feature) [11]: The model is
basic CNN, introduce entity location characteristics.

2) RNN þ PF [12]: Replace CNN in CNN þ PF with the
basic RNN.

3) Att‐Bi‐LSTM (Attention Bi‐LSTM) [26]: Using the
attention mechanism The LSTM output layer is used to
capture important semantic features in sentences.

4) SDP‐LSTM [17]: Through pruning strategy, the SDP in
dependency tree is selected as the input, and LSTM is used
to extract heterogeneous information.

5) SPTree (Shortest Path Tree) [18]: The pruning strategy is
applied to reduce the whole tree to the subtree under the
LCA of the entity, and the LSTM of the bidirectional tree
structure is used to capture the higher‐order features of
sentences.

6) SA‐Bi‐LSTM‐LET [27]: combines entity perception
attention mechanism with potential entity type, and makes
full use of entity information for relationship extraction.

7) Tree‐LSTM [28]: Tai et al. emphasised the advantages of
LSTM in representing sequentially sensitive sequences,
and designed a Tree‐LSTM model to obtain the semantic
relevance of dependent Tree information.

TABLE 1 The statistics of the dataset.

Dataset

Number of
training
instances

Number of
test instances

Semeval2010 Task8 8000 2717

KBP37 15,917 3405

TABLE 2 Details about the
SemEval2010 and KBP37 datasets.

SemEval2010 Task8

Number of relation types 19

Relation category number 10

Types Cause‐effect Instrument‐agency

Product‐producer Content‐container

Entity‐origin Entity‐destination

Component‐whole Member‐collection

Communication‐topic Other

KBP37

Number of relation types 37

Relation category number 19

Types per:alternate_names org:alternate_names

per:origin org:subsidiaries

per:spouse org:top_members/employees

per:title org:founded

per:employee_of org:founded_by

per:countries_of_residence org:countries_of_headquarters

per:stateorprovince_of_residence org:stateorprovince_of_headquarters

per:country_of_birth org:member

No_relation
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8) PA‐LSTM [29]: Zhang et al. adopted the entity location‐
aware attention mechanism in the LSTM sequence
model. This model does not use a dependency tree.

9) C‐GCN [5]: Zhang et al introduced graph convolutional
network and adopted pruning strategy to remove contents
unrelated to SDPS to the maximum extent.

10) C‐AGGCN [30]: Guo et al. adopted the multi‐head self‐
attention mechanism to calculate the weight of each
node in the dependency tree. To get more structural in-
formation, they added dense connections to the model.

11) C‐MDR‐GCN [20]: The model uses multiple representa-
tions to describe the dependency tree from different
perspectives and groups these representations together to
obtain a better sentence representation for relational
classification.

4.4 | Experimental result

To test the performance of the proposed model (MDR‐
GCN þ GSF Extractor), we evaluated it on the SemEval
2010Task8 and KBP37 tasks. The results are shown in Table 4.
In both data sets, the value of F1 is higher than that of the
existing model. In addition, the GSF Extractor module added
to the model in this paper uses the attention mechanism to

capture deeper semantic features from the context represen-
tation as the global semantic features of the input text, so as to
help the model to capture deeper semantic information at the
sentence level for relational extraction tasks.

4.5 | Ablation experiment

To investigate the contribution of each component in the
model presented in this paper, ablation experiments were
performed on the Semeval 2020 Task8 test dataset (see Ta-
ble 5). Each component shown in Table 5 is removed, and the
corresponding F1 value reflects the contribution of the cor-
responding component. It shows that all components
contribute positively to our model. Among them, the contri-
bution of the dependent propagation layer represented by the
full adjacency matrix A, the centralised adjacency matrix Ac
and the distance‐weighted adjacency matrix Aw is the largest.
By contrast, you can combine either or both of these three
dependencies and the F1 value will decrease accordingly. The
results show that the collaborative work of A, Ac and Aw can
significantly improve the overall performance of the dependent
propagation module. Aw In the model of this paper, GSF
Extractor module is also an important part. In general, the
MDR‐GCN þ GSF Extractor model in this paper shows its
effectiveness on RE structures. Aw obviously has a greater
impact on the experimental results than A and Ac. We spec-
ulate the reason, which may be because the information con-
tained in Aw, such as the shortest path length between nodes, is
more important to the experimental results.

4.6 | The effect of sentences of different
lengths

Figure 2 compares F1 values of C‐GCN, C‐AGGCN, C‐MDR‐
GCN and MDR‐GCN þ GSF Extractor (our model) for
different sentence lengths. In the Semeval2010Task8 task,
the test set is divided into five levels based on sentence

TABLE 3 Experiment parameter.

Hyper‐parameter Value

Dropout rate 0.5

Renormalisation parameter [0.25, 1.75]

Learning rate 0.5

Batch size 50

GCN layer 2

TABLE 4 F1 score of the improved A‐GCN model.

Model Semeval 2020Task8 KBP37

CNN þ PF 82.7% 51.3%

RNN þ PF 82.5% 54.3%

Att‐Bi‐LSTM 84.0% ‐

SDP‐LSTM 83.7% 58.3%

SPTree 84.4% 59.1%

SA‐Bi‐LSTM‐LET 85.1% 59.0%

Tree‐LSTM 84.4% 59.1%

PA‐LSTM 82.7% 61.4%

C‐GCN 84.8% 63.6%

C‐AGGCN 85.1% 64.3%

C‐MDR‐GCN 84.9% 65.2%

MDR‐GCN þ GSF extractor 89.4% 69.2%

TABLE 5 The ablation of the model in this paper was performed on
the Semeval2010Task8 test set.

Model F1 score

MDR‐GCN þ GSF extractor 89.2%

−A 87.3%

−Ac 87.1%

−Aw 86.4%

−A,Ac 85.7%

−A,Aw 85.2%

−Ac,Aw 84.8%

−A,Ac,Aw 63.7%

−GSF extractor 81.3%
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length: <10, [10,20), [20,30), [30,40), and neglect of length ≥40
(due to limited training samples). In the Semeval2010Task8,
the model presented in this paper performs better than the
other models in all five categories. Overall, the model pre-
sented in this paper provides better results regardless of
whether the input sentence is long or short. This is closely
related to the model providing as much information as possible
about the key nodes and subtrees of the SDP.

4.7 | Influence of renormalisation
parameters

In order to ensure the numerical stability of GCN net-
works, renormalisation techniques should be introduced.

Renormalisation parameter γ is often an important factor
affecting the performance of GCN model. It is clear from
Figure 3 that the model in this paper is sensitive to γ in the
range [0.25,1.75]. When γ = 0.8 and γ = 1.15, the model
presented in this paper has better performance.

4.8 | Testing on industrial datasets

In order to verify the performance of the proposed algorithm
in actual industrial application scenarios, a large scale data set
of industrial equipment fault diagnosis and root cause analysis
is collected, and good results are obtained. The specific data set
is described as follows: There are 27,047 pieces of data in total,
and there are four kinds of relationships, namely root cause,

F I GURE 2 F1 values of the model under the Semeval2010Task8 test set for different sentence lengths.

F I GURE 3 Adjust the renormalisation parameter to the F1 value of the model on the Semeval2010Task8 test set.
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first step, next step and result. For example, in one of the
maintenance records, the problem is described as the fault of
the safety door, and the process is described as follows: (1) The
manipulator cannot be powered on, and it is found that there is
a problem with the latch of the front door of 30B after the
inspection; (2) There are no spare parts on site for the time
being, and the communication connection of 30B is discon-
nected for the production schedule; (3) Repair other devices
first. (4) Find the safety door switch after the device is stable,
and replace the safety module properly. The device also turned
on normally. (5) Heat engine for 5 min after starting. Auto-
matic operation without alarm delivery production. Given the
sentence entity set, a total of 10 triples can be summarised
from the above process description, respectively: (1) The root
cause of the safety door fault is the problem of the safety door
latch, (2) The first step of the safety door fault is to check the
front door 30B, (3) The robot cannot be powered on. Next
check the front door safety door 30B, (4) Check the front door
safety door 30B, (5) Safety door latch problem next disconnect
communication connection, (6) Disconnect communication
connection result manipulator recovery, (7) Disconnect the
communication connection result The device is stable, (8)
Disconnect the communication connection result The security
module is normal, (9) Disconnect the communication
connection result The safety door is open normally. (10)
Disconnect the communication connection result. The heat
engine has no alarm. Entity relationship extraction was carried
out through the model proposed in this paper, and the average
F1 value was 70.2%.

5 | CONCLUSIONS

In this paper, a new model based on GCN is proposed, which
can be better used for relational extraction by using multiple
forms of dependency tree information. Compared with the
hard pruning strategy, the semantic relation extractor proposed
in this paper can encode the whole dependency structure more
comprehensively and flexibly, and better balance the favourable
additional information and the unfavourable interference in the
sentence. This article adds a new GSF Extractor module. This
module uses the attention mechanism to capture deeper se-
mantic features from the context representation as the global
semantic features of the input text, thus helping the model to
capture deeper semantic information at the sentence level for
relational extraction tasks. The validity of the proposed model
is demonstrated by experiments in SemEval2010‐Task8 and
KBP37 data sets. In the experiment, the importance of
renormalisation parameters is also pointed out and it is verified
that the model based on GCN is more sensitive to renorm-
alisation parameters. Appropriate adjustments to this param-
eter are necessary to get the best results in the GCN model. In
future work, we should further study the renormalisation
process both theoretically and experimentally, and consider
how to extend our method to longer input tasks and multi‐
relation extraction tasks (such as document‐level relation
extraction).
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