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Abstract-This paper presents a method for text-independent 
writer identification using SIFT descriptor and contour­
directional feature (CDF). The proposed method contains two 
stages. In the first stage, a codebook of local texture patterns 
is constructed by clustering a set of SIFT descriptors extracted 
from images. Using this codebook, the occurrence histograms are 
calculated to determine the similarities between different images. 
For each image, we obtain a candidate list of reference images. 
The next stage is to refine the candidate list using the contour­
directional feature and SIFT descriptor. The proposed method 
is evaluated with two datasets: the ICFHR2012-Latin dataset 
and the ICDAR2013 dataset. Experimental results show that the 
proposed method outperforms the state-of-the-art algorithms and 
archives the best performance. 
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I. INTRODUCTION 

Writer identification is to find out the author of a questioned 
handwriting from a set of writers. Due to its common interest 
and potential applications, it is very attractive to both industry 
and academia and many methods have been proposed in 
the past few years. In general, writer identification can be 
categorized into two classes: on-line and off-line. Furthermore, 
off-line writer identification is subdivided into text-dependent 
and text-independent approaches. This present work focuses 
on the task of off-line text-independent writer identification. 
According to the features extracted, the current popular ap­
proaches of off-line text-independent writer identification can 
be classified into two categories: texture-based and structure­
based. 

Texture-based approaches extract textural information as 
features for writer identification. He et al. [1] treated the 
task of writer identification as a texture analysis problem, 
and used Gabor wavelet techniques and mesh fractal dimen­
sion techniques. Two dimensional discrete wavelet transform 
with dynamic time warping (DTW) lifting scheme was also 
utilized [2]. Bertolini et al. [3] discussed the use of texture 
descriptors to perform writer verification and identification. 
Djeddi et al. [4] discussed the problem of writer identification 
in a multi-script condition using the feature extracted from 
Grey Level Run Length (GLRL) matrices. 

Structure-based approaches seem to be commendable in 
the case that the amount of characters/words or text lines 
is finite. These methods extract structure feature from the 
handwriting through statistical analysis, which is steady for 
allographic variation [5]. Structure-based feature retains more 
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local information of the character than textural feature. The 
former contains not only the directions of contours but also the 
relationships of stroke structures. Based on the idea of the local 
structure, edge-based directional probability distributions and 
connected component contours were proposed for the writer 
identification task [6]. Bensefia et al. [7] introduced grapheme 
as the feature for describing the individual properties of hand­
writing. Bulacu and Schomaker [8] compared three different 
clustering methods for generating the grapheme codebook. Jain 
and David [9] took advantage of contour gradient which can 
capture local shapes and curvatures to create a pseudo-alphabet 
for identification. 

This paper presents an approach based on SIFT descriptor 
and contour-directional feature for writer identification. The 
flowchart of proposed method is given in Fig. 1. SIFT de­
scriptors are extracted to generate a codebook by clustering 
algorithm. Using this codebook, its occurrence histograms of 
the query and reference document images are calculated to 
determine their similarities. For each query image, we obtain 
a candidate list of reference images after the coarse identi­
fication. In the fine identification, we utilize this candidate 
list to reduce calculation time, which means the query image 
only compares with images in the list rather than all reference 
images. Both contour-directional feature and SIFT descriptor 
are extracted to calculate a feature vector to determine the 
similarities of images. This vector is composed of the occur­
rence histogram of SIFT descriptor and the probability density 
function of contour-directional feature. 

II. THE PROPOSED METHOD 

The proposed method has two stages. The first stage is 
coarse identification using SIFT descriptor, and the second 
stage is fine identification using both contour-directional fea­
ture and SIFT descriptor. 

A. Coarse Identification 

1) Keypoint detection: Scale Invariant Feature Transform 
(SIFT) [10] is proposed by Lowe, which is successfully applied 
to object detection. It is also used for writer retrieval and writer 
identification [11]. 

Keypoint detection is accomplished by searching for stable 
points over all scales, using a Gaussian function of scale 
space. As a consequence, potential interest points are invariant 
to scale. The scale space function L(x, y, 0") of an image 
is defined as the convolution of a variable-scale Gaussian 
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Query Document Reference 
Documen1s 

Fig. 1: System flow chart 

G(x, y,(J) with an input image l(x,y): 

L(x, y, (J) = G(x, y, (J) * l(x, y) 

where * is the convolution operation, and 

G(x y (J) = 
_1_e-(x2+y2)/2o-2 " 27r(J2 

The difference-of-Gaussian function D(x, y, (J), which is cal­
culated by the subtraction of two nearby scales separated by a 
constant multiplicative factor k, is used for extrema detection: 

D(x, y, (J) = L(x, y, k * (J) - L(x, y, (J) 

After the difference-of-Gaussian images are created, each 
sample point of images is compared to its eight neighbors in 
the current image and nine neighbors in the scale above and 
below. Only if it is larger or smaller than all of these neighbors 
is selected as the keypoint. 

2) Keypoint selection: Compared with natural scene image, 
handwriting image is lack of gray scale variation, so the 
traditional SIFT does not work well in the handwriting image. 
Based on the characteristic of handwriting, we improve the 
keypoint detection algorithm to overcome this shortcoming. 
In general, the allographic information of character exists 
in the stroke of the character rather than the background 
area. Therefore, we apply the background point elimination to 
remove these useless keypoints. This procedure is performed 
according to the following criterions: If Sn < n - 1, p is 
regarded as a keypoint in the background area; if Sn ?: n - 1, 
p is regarded as a keypoint in the stroke area, where p is a 

detected keypoints obtained by traditional SIFT, and Sn is the 
number of the black pixel in the n x n spatial neighbor grid of 
p. The keypoint in background area will be removed. Through 
the above modification, the SIFT descriptors of remaining 
keypoints are credible representation of the individuality of 
the handwriting. Fig. 2 is an example of the background point 
elimination. Fig. 2(a) is an original handwriting image, and 
Fig. 2(b) is the image after extrema detection, in which the 
colorized circles with different size are the potential keypoints 
in different scales. The red circles are keypoints in background 
area, while the cyan ones are keypoints in the stroke area. 
There are about 150 potential keypoints in Fig. 2(b). After 
background point elimination, less than 62 keypoints remain 
and are shown in the Fig. 2(c). 

3) SIFT descriptor extraction and codebook generation: 
After keypoint detection, descriptors of keypoints are com­
puted. The keypoint descriptor is represented as orientation 
histograms over 4 * 4 sample regions, and every region has 
8 orientations. Therefore, the normalized feature vector for 
each keypoint has 128 elements. Through the above steps, 
thousands of SIFT descriptors are extracted from the detected 
keypoints in handwriting. It is hard to calculate the similarity 
of different handwritings using those descriptors directly. To 
solve this problem, we cluster the descriptors of keypoints into 
N classes as the codebook and represent each class by its cen­
ter (C1, C2 ... CN). For each SIFT descriptor, we calculate its 
nearest cluster center Ci (1 < i :s: N) of the code book based on 
Euclidean distance, and the occurrence counter corresponding 
to Ci is incremented by one. After all SIFT descriptors are 
calculated, the normalized occurrence histogram is treated as 
feature representation of the handwriting. 

In this work, the K-means clustering is used for code book 
generation. Some experiments are performed to confirm the 
optimal number N of cluster center Ci. In our experiments, 
N is set equal to 300, and more details about the selection of 
N are described in Section 3. 

4) Identification: For two handwriting image hand 12, the 
occurrence histogram of SIFT descriptor extracted from hand 
12 are denoted by OHS1 and OHS2. The similarity of hand 
h is determined by the distance DOHS between OHS1 and 
OHS2. Many existed methods based on minimum distance can 

If we 
(a) Original sample 

(b) Potential keypoints before Background point elimina­
tion 

(c) Keypoints after Background point elimination 

Fig. 2: Keypoint detection processing 
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be used. In this paper, weighted Chi-squared distance [12] are 
used as distance measurement. For every handwriting image in 
the database, we calculate its distance to all other handwriting 
images, and then a distance-based candidate list is obtained by 
sorting the results from the most similar to the least similar 
handwriting image. 

B. Fine Identification 

1) Contour detection: Contour detection is the preprocess­
�ng 

.
for �ontour-directional feature extraction. After the image 

IS bInanzed, morphology method is used to remove the noise. 
Sobel operator is applied to generate the contour image in 
our method. The adjacency type of original contour image 
pixels obtained by Sobel operator is m-adjacency. We can 
obtain the 4-adjacency contour image and the 8-adjacency 
contour image from the original contour image easily. The 
experimental results show 4-adjacency contour image achieves 
the best performance. More description about contour image 
with different adjacency is given in Section 3. 

2) Contour-directional feature extraction: The proposed 
contour-directional feature (CDF) is similar to the grid micro­
structure feature (GMF) [12]. Our proposed CDF treats the 
handwriting from the perspective of edge direction. It focuses 
on the stroke direction of edge pixel pairs rather than two edge 
fragments in the neighborhood. 

The major difference between CDF and GMF is the way to 
�ndex the pixe

.
ls that are neighboring to the edge pixel. Fig. 3 

IS the comparIson of GMF and CDF. The black block is the 
edge pixel P, and the gray ones are edge pixels which are 
connected to P. The pixel A around P is marked with the 
index G(A) = Bi in Fig. 3(a), where B denotes the larger 
distance in the horizontal and vertical distance between A and 
P, and 1 :s: i :s: 8 * B. While the index C(A) of a pixel A in 
Fig. 3(b) is marked according to the direction Dir(A) of A: { If Dir(A) is unique, then C(A) = G(A) = Bi; 

If Dtr(A) = Dtr(A1) = . . .  = Dir(An), 

B(An) < ... < B(Al) < B(A) 

then C(A) = C(AJ) = . . .  = C(An) = G(An) = B(An)i; 

where (Ax, Ay) and (Px, Py) are the coordinates of A and P, 
and DirA = arctan ((Ay - Py)/(Ax - Px)). As shown in 
Fig. 3(b), blocks with the red index have different C and G. 

. 
�or e�ch edge pixel P surrounded by a (2L + 1) * (2L + 1) 

sh�Ing WIndow, we record the specific edge pixel pairs {a, ,B} 
whIch shall meet the following conditions to create the feature 
vector: { a and ,B are edge pixels, 

G(a) = Ai, G(,B) = Aj, and i < j, 
G(r) = Ak, i < k < j, "( is not the edge pixel 

. 
�s a comparison, {12, 14}, {14, 16}, {23, 27}, {27, 213} 

In FIg. 3(a) are recorded as GMF, while the edge pixel pairs 
{12' 14}*2, {14' 16}, {14, 17} in Fig. 3(b) are recorded as CDF. 

27 26 25 24 23 14 26 13 24 12 

28 14 h lz 22 28 14 13 Iz 22 

29 15 11 21 15 15 h h 

210 16 h 18 216 210 16 h 18 216 

211 212 213 214 215 16 212 17 214 18 

(a) Grid microstructure feature (b) Contour-directional feature 

Fig. 3: Comparison of GMF and CDF 

3) Re-ide�tif!cat�on: For a given handwriting image IQ, 
the N most sundar unages{ h,I 2, ... 1 N} in the dataset is found 
out in the previous stage. For two handwriting image IQ and 
h the contour-directional feature extracted from IQ and Ii 
are denoted

. 
as PDF Q and P D Fi. The distance of PDF Q 

and PDFi IS denoted as DCDF. We define the similarity DF 
between IQ and Ii as the sum of DoHs and DCDF. In our 
experiments, N is set equal to 30 empirically. 

III. EXPERIMENTAL RESULTS 

To evaluate the proposed method, ICFHR2012-Latin 
dataset and ICDAR2013 dataset are used. The ICFHR2012-
Latin Dataset [13] was the benchmarking dataset created for 
the ICFHR2012 Writer Identification Contest. This dataset was 
created by 100 writers, and every writer was asked to copy four 
paragraphs of text in two languages (English and Greek). The 
ICDAR20 13 Dataset [14] was designed for the ICDAR20 13 
Competition on Writer Identification. This dataset contains 
1000 handwriting images written by 250 writers and four pages 
per writer, and each writer was asked to copy four pages of 
text in two languages (English and Greek). 

A. Comparative evaluation of CDF and GMF 

Experiments are performed to find the best feature 
extraction criterion of CDF, and validate its performance. 
Table I gives the writer identification performance (Top-I) of 
CDF and GMF on the entire ICDAR2013 dataset. It is noted 
that the best accuracy of CDF is 93.2% while best accuracy 
of GMF is 9l.9%, and CDF performs better than the GMF 
in every case. In addition, both CDF and GMF show the 
same trend that features extracted from m-adjacency contour 
image are better than those extracted from 8-adjacency contour 
�mage, while features extracted from 4-adjacency contour 
Image are the best. 

TABLE I: The identification accuracy comparison of CDF 
and GMF on the entire ICDAR20 13 dataset 

�ur 

Feature 
4-adjacency 8-adjacency m-adjacency 

CDF 93.2% 92.7% 92.8% 

GMF [12] 91.9% 91.6% 91.7% 
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Fig. 4: The influence of the code book size on the 
perfonnance on the ICDAR2013 dataset 

B. Codebook size 

The size of code book is important to the performance of the 
proposed method. In this experiment, a range of codebook size 
are explored to study the impact of the size of codebook to the 
performance. A number of 100 samples corresponding to 25 
writers on the entire ICDAR2013 dataset are used for code book 
generation. Fig. 4 shows that the accuracy of identification 
is improved with the increasing of codebook size, When the 
size is larger than 300, the accuracy dropping slightly. So the 
code book size is set equal to 300 in the following experiments. 

C. Performance on two public datasets 

ICFHR2012-Latin dataset and ICDAR2013 dataset are 
employed for experiments respectively. We take 100 images 
from one dataset to generate the code book for the other dataset. 
The soft and hard TOP-N criterions are used for performance 
evaluation. The values of N used for the soft criterion in our 
experiments are 1, 5 and 10 while the N for the hard criterion 
are 2 and 3. 

Fig. 5 and Fig. 6 show the performance of different features 
in two datasets. As shown in the both Figures, the proposed 

AccuraCY I�====;:;;���;;::;::=� 
0.98 

0.9 -- SIFT 
--CDF 

O.8S'1L _�2_�_�4_�_----,=-;-;-;T=h=e p=roEPo=se=d ::I:me=th=od=:J10 

Top-N 

Fig. 5: Soft TOP-N performance of different features on the 
entire ICFHR2012-Latin dataset 

1 ��-�-�-��-�-�-�-, 
Accuracy 

0.98 

0.96 

-- SIFT 
--CDF 

O.88L�_�_�_��L",-=-=-=T�h;!e p,;;ro� po�se;:d,;;:m;:: eth�od� 
1 10 
Top-N 

Fig. 6: Soft TOP-N performance of different features on the 
entire ICDAR2013 dataset 

TABLE II: Identification accuracy comparison on the 
ICFHR2012-Latin dataset of Greek 

� Method 
S-Top-l S-Top-5 S-Top-10 

TEBESSA-a 92.0% 98.8% 99.0% 

TEBESSA-c 93.5% 99.5% 99.5% 

TSlNGHUA 90.0% 98.5% 99.0% 

Proposed method 97.0% 100% 100% 

method achieves the best accuracy. It means that CDF and 
SIFT descriptor characterize the handwriting from different 
aspects, so the combination of both features contributes to 
enhancing the performance effectively. 

The performance of different approaches in single lan­
guage datasets is also investigated. Table II and III show the 
performance on ICFHR2012-Latin Greek and English dataset 
respectively, and Table IV and V show the performance on 
ICDAR2013 Greek and English dataset. The Top-1 accuracy 
of the proposed method is better than the state-of-the-art 
approaches, while its Top-5 and Top-10 performance is not 
the best in few cases. The reason is that the proposed method 
is a two-stage scheme, and the final result cannot redeem the 
correct writer which is lost in the first stage. It means that the 
Top-I, Top-5 and Top-10 of the second stage cannot higher 
than the Top-30 of the first stage, so the Top-5 and Top-10 is 
hard to improve compared with the Top-I. When the samples 
of one writer are less, this situation is more troublesome. 

Table VI and VII respectively represent the soft and hard 
Top-N results on ICFHR2012-Latin dataset and ICDAR2013 
dataset. The results show that the proposed method outper-

TABLE III: Identification accuracy comparison on the 
ICFHR2012-Latin dataset of English 

� Method 
S-Top-l S-Top-5 S-Top-10 

TEBESSA-a 89.5% 97.0% 98.5% 
TEBESSA-c 91.5% 97.5% 98.0% 

TSINGHUA 94.0% 95.5% 98.0% 

Proposed method 94.0% 97.0% 97.5% 
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TABLE IV: Identification accuracy comparison on the 
ICDAR2013 dataset of Greek 

� Method 
S-Top-I S-Top-5 S-Top-IO 

CS-UMD-a 95.6% 98.6% 99.2% 
CS-UMD-b 95.2% 98.8% 99.0% 

HIT-ICG 93.8% 97.2% 97.8% 

TEBESSA-c 92.6% 98.0% 98.4% 

Proposed method 96.2% 98.4% 99.0% 

TABLE V: Identification accuracy comparison on the 
ICDAR2013 dataset of English 

� Method 
S-Top-I S-Top-5 S-Top-IO 

CS-UMD-a 94.6% 98.4% 98.8% 

CS-UMD-b 94.4% 98.4% 99.0% 
HIT-ICG 92.2% 96.4% 96.8% 

TEBESSA-c 91.2% 96.2% 96.6% 

Proposed method 94.0% 96.4% 97.2% 

forms all of approaches submitted to the competItIOns of 
ICFHR2012 and ICDAR2013 in most case. It shows that our 
approach has good capability for writer identification in multi­
script environment. The performance of our approach drops 
much less than others for the tighter hard criterion, which 
demonstrates that our approach is robust for harsh conditions. 

IV. CONCLUSIONS AND FUTURE WORK 

This paper proposes a method for text-independent writer 
identification based on SIFT descriptor and contour-directional 
feature. Experiments with two public different language 
data sets demonstrate the effectiveness of the proposed method. 
The first stage of identification is based on SIFT descriptor, 
therefore it is insensitive to the aspect ratio and slant of the 
characters. Moreover, in the second stage of identification, the 
discriminability of occurrence histogram of SIFT descriptor 
is enhanced through the fusion with the contour-directional 
feature reflecting the structure information of handwriting. Our 

TABLE VI: Identification accuracy comparison on the entire 
ICFHR2012-Latin dataset 

� Method 
S-Top-I S-Top-5 S-Top-IO H-Top-2 H-Top-3 

TEBESSA-a 92.3% 98.8% 99.0% 57.5% 38.0% 

TEBESSA-c 94.5% 99.3% 99.3% 65.0% 37.8% 

TSINGHUA 92.8% 97.8% 98.3% 51.5% 27.3% 

Proposed method 96.8% 99.3% 99.3% 67.8% 39.8% 

TABLE VII: Identification accuracy comparison on the entire 
ICDAR2013 dataset 

� Method 
S-Top-I S-Top-5 S-Top-IO H-Top-2 H-Top-3 

CS-UMD-a 95.1% 98.6% 99.1% 19.6% 7.1% 

CS-UMD-b 95.0% 98.6% 99.2% 20.2% 8.4% 

HIT-ICG 94.8% 98.0% 98.3% 63.2% 36.1% 
TEBESSA-c 93.4% 97.8% 98.5% 62.6% 36.1% 

Proposed method 96.2% 98.6% 99.0% 63.5% 35.0% 

method is independent of segmentation, which means it is 
robust for layout variation of text lines. In conclusion, the 
proposed method outperforms the state-of-the-art approaches 
and is promising for text-independent writer identification with 
different applications. 
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