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Abstract. Due to the complexity of glyphs and the vast vocabulary,
zero-shot Chinese character recognition (ZSCCR) remains a prominent
research topic. A mainstream approach involves radical-based character
decomposition. However, existing methods typically employ random en-
coding for each radical post-decomposition, leading to potential topology
distortions in the radical encoding and glyph spaces. To address these
issues, we propose a novel Feature-aware Radical Encoding (FaRE) strat-
egy that incorporates visual feature clues into radical encodings to gen-
erate feature-aware representations. Initially, we create radical images
by rendering TTF files and then apply a pre-trained feature extractor
to obtain the feature representation of each radical. Finally, projection
and binarization operations are performed to produce compact and effi-
cient radical encodings. Extensive experiments on the public benchmark
ICDAR2013 demonstrate that the proposed FaRE significantly enhances
the state-of-the-art ZSCCR performance. Additionally, abundant abla-
tion studies are conducted to validate the effectiveness of the proposed
FaRE.

Keywords: Chinese Character Recognition - Feature-aware Radical En-
coding Strategy - Zero-shot

1 Introduction

Character recognition as a foundation task of pattern recognition has been stud-
ied for decades, and extends many research areas [12,16-18, 20, 23-27, 33, 34].
Among them, because of complex glyphs and massive vocabulary, Chinese char-
acter recognition has been one of the most difficult directions, especially zero-shot
Chinese character recognition (ZSCCR).

Existing ZSCCR methods can be approximately divided into three categories:
stroke-based methods [3,9,19], radical-based methods [2,8,11,13,21,30-32], and
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Glyph-based methods [1,7]. Specifically, stroke-based methods decompose Chi-
nese characters into numerous individual strokes and use the sequence of en-
coded stroke information to represent each character. In contrast, glyph-based
methods treat Chinese characters as indivisible units and achieve recognition
through similarity-based matching between character instances. Different from
the former two methods, radical-based methods fully consider the characteris-
tics of Chinese characters, decompose Chinese characters into a series of special
components, i.e., radicals, through specific rules, and employ the sequence of
encoded radicals to represent different characters, the whole pipeline is shown
in Fig. 1. Due to their flexibility and scalability, radical-based methods have
gradually become the most promising method for zero-shot CCR.

In early radical-based methods, Chinese characters are represented by counts
or distributions of radicals [21]. These methods ignore the structural informa-
tion of characters, resulting in unsatisfactory recognition performance. In order
to solve this problem, numerous radical-based works have been proposed in re-
cent years, which decompose Chinese characters into Ideographic Description
Sequences (IDS) composed of structures and radicals and utilize the encoded
IDS to represent characters [2,30-32]. In these methods, the recognizer is em-
ployed to predict the code of the IDS and obtain recognition results by matching
the predicted code with the codebook.
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Fig. 1: Illustration of the decomposition and representations with FaRE in radical-
based methods, where blue and green denote the structure and radicals.
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However, existing radical-based methods rarely consider the visual informa-
tion of radicals during encoding. They commonly apply a random multi-hot
encoding strategy to encode radicals and then derive character-level representa-
tions. As a result, the similar radicals may have distinct representations in the
encoding space, which further leads to distortion of the character-level represen-
tations composed of these radicals, as shown in Fig. 2. To address this issue,
we propose a Feature-aware Radical Encoding strategy termed FaRE. Specifi-
cally, it first renders the associated radical images with True Type Fonts, then
employs a pre-trained convolutional neural network to extract the visual fea-
tures, and finally performs a dimension reduction together with a binarization
to derive the radical codes containing the visual clues. FaRE can effectively
maintain the topology of the encoding space, thereby constructing a more rea-
sonable character-level representation and improving the performance of recog-
nizers. Solid experimental results on public handwriting benchmark ICDAR2013
show that the proposed FaRE achieves noticeable improvements then the ran-
dom multi-hot encoding strategy [32]. The main contributions of this paper are
summarized as follows:

— We propose a noval radical encoding strategy, i.e., FaRE, for zero-shot Chi-
nese character recognition methods. Different from existing random multi-
hot strategies, FaRE introduces the visual features of the radicals into the
character encodings, thereby improving the recognition performances.

— Based on FaRE, we present a zero-shot Chinese character recognition method
that achieves state-of-the-art results on wellknown Chinese handwritten bench-
mark ICDAR2013.

— Extensive experimental results demonstrate the effectiveness of the proposed
FaRE. Besides, a series of detailed ablation studies are provided to explore
the impact of key components in FaRE, which provides some valuable in-
sights for the design of zero-shot Chinese character recognition methods in

the future.
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Fig. 2: Diagram illustrating the topology distortion caused by the random encoding
strategy, where the light purple denotes the set of Chinese characters and the light
green denotes the set of radicals.
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2 Proposed Method

2.1 Motivation

Most of the prevailing radical-based methods for zero-shot Chinese character
recognition [2,8,11,13,21,30-32] do not pay enough attention to the visual fea-
tures in radicals. A natural solution is to represent radicals with random sparse
multi-hot codes [32], which guarantees differentiation among distinct radicals.
However, this encoding strategy overlooks the inherent visual clues of radicals,
consequently resulting in a topology distortion of the encoding space, as illus-
trated in Fig. 2. More specifically, the features extracted from the characters com-
posed of similar radicals are commonly relevant. However, the representations
of these similar characters derived by the random multi-hot encoding strategy
are likely orthogonal. As a result, a prediction head is forced to predict almost
orthogonal representations through the relevant features, which increases the dif-
ficulty of recognition and leads to suboptimal results. To address this issue, we
propose FaRFE, a feature-aware encoding strategy that takes into account both
the differentiation and the visual features among radicals in the encoding space,
which reduces the difficulty for the prediction head to make correct decisions,
thereby improving the recognition performance.
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Fig. 3: Illustration of the main pipeline of feature-aware radical encoding.

2.2 Feature-aware Radical Embedding

The main pipeline of the proposed FaRE is shown in Fig. 3. Specifically, the first
step in FaRE is to render the radical images with TTF file. Based on the rendered
radical images, FaRE can easily gain the associated visual features through a pre-
trained neural network. Subsequently, taking efficiency into account, the visual
feature embeddings are projected into a more compact space with a dimension
reduction aglorithm. Finally, the feature-aware radical codes are derived from
a binarization of the projections. To represent sufficient numbers of Chinese
characters, it is inevitable to deal with some alien-shape radicals (about 18%
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Fig. 4: The overall architecture for character recognition using FaRE.

of the total) that are not described in any type of TTF. As for these radicals,
we follow the random encoding strategy from existing work [32]. The details are
explianed in Algorithm 1. Besides, to avoid the collision of radical codes, we
perform a check and replacements after the binarization.

2.3 Character Recognition with FaRE

Fig. 4 presents the pipeline for character recognition with FaRE. Similar to pre-
vious radical-based zero-shot Chinese character recognition methods [32], after
decomposition, structure encoding, and radical encoding, i.e., FARE, we concate-
nate the structure codes with the feature-aware radical codes for character-level
representation and build a codebook E = [ey,...,exn,] € RV*C. The codebook
is employed with a recognition model to achieve zero-shot recognition of Chi-
nese characters. Specifically, given a character image X as input, the recognizer
outputs the character representation e:

e = Binarize(Tanh(model))(X) € R°. (1)

Subsequently, a similarity-based matching is performed with the codebook
for recognition:
7; = arg mfxx(e -ED), (2)

where g; is a recognition result. Noteworthily, to approximate the gradients, a
straightforward estimator [4] is applied during the training phase. Besides, the
cross-entropy is applied as the loss function, which can be formulated as follows:

L=- Zlogp(y | 9i), (3)

where y denotes the ground-truth label.
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Algorithm 1 Workflow of feature-aware Radical Encoding

1: Input: Set of radicals R, TrueType Font file ttf
2: Initialization: Set of feature-aware radical codes Es,, Set of random radical codes
Er

3: Parse ttf to extract character metadata T <— fparse(ttf)
4: for radical r € R do

5: if r € T then

6: Get feature-aware radical code esq < FaRE(r)
7 Update feature-aware code set Esq < Esa U {€5a }
8: else

9: # Random encode for alien-shape radicals

10: Generate a random multi-hot code e, + {0,1}”
11: # Check & Random replacement
12: while e, € £, UE, do
13: Replace by a random code e, + {0,1}"
14: end while
15: Update random code set &, < & U {e,}
16: end if
17: end for

18: Obtain the full set of radical codes € + Es4 U &,
19: Output: Set of radical codes £

3 Experimental Setup

3.1 Datasets

We separately utilize the isolated character data from two popular handwrit-
ten Chinese datasets, i.e., CASIA-HWDB [10] and ICDAR2013 [28], for
training and testing, which covers 3755 high-frequency characters of Chinese.
Specifically, to evaluate the zero-shot recognition performance, we separately se-
lect the first k£ characters from HWDB as the training set, where k ranges in
{500, 1000, 1500, 2000, 2755}, and the test set is composed of the last 1000 char-
acter samples from ICDAR2013 to avoid the overlap of the characters between
training and testing samples. As for the full-supervised recognition performance,
the models are trained on all the 3755 characters from HWDB and evaluated
with the same testing set. The details of the datasets are shown in Table 1.

3.2 Network Architecture

In this work, we employ ResNet34 [5] as the backbone to extract the visual
features and utilize two Bi-LSTM [6] layers for sequence modeling. The model
is trained with the Adadelta optimizer [29] with an initial learning rate of 0.1,
a rho of 0.95, and a weight decay of 5 x 10~%. The batch size is set to 256. All
experiments are conducted on one NVIDIA RTX4090 GPU.
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Table 1: Detials of the training and testing set.

Training sets Test set
#of Characters 500 1000 1500 2000 2755|3755 | 1000
#of Samples (x10%) | 0.36 0.71 1.07 1.43 1.97 | 2.68 0.06
#of Writers 1019 1019 1020 1020 1020 | 1020 60

Table 2: Comparison of the zero-shot and full-supervised recognition performance
between FaRE and state-of-the-art methods.

Methods Zero-shot Accuracy /% Full-supervised
500 1000 1500 2000 2755 Accuracy /%

CRNN [13] _ - - ; 95.78
DenseRAN [22] 1.70 844 14.71 19.51 30.68 96.66
HDE [2] 490 12.77 19.25 25.13 33.49 97.14
SLD [3] 5.60 13.85 22.88 25.73 3791 96.73
CUE [13] 7.43 15.75 24.01 27.04 40.55 96.96
SideNet [§] 5.10 16.20 33.80 44.10 50.30 -
HierCode’ [32] 5.85 20.14 35.25 45.84 55.85 96.44
FaRE 7.21 21.78 36.58 47.33 57.17 97.82

A -0.22 +1.64 +1.33 +1.49 +1.32 +0.68

t The results is reproduced by us.

3.3 Implementation Details

Inheriting from the previous work [32], we apply four bits to represent struc-
tures. The length of FaRE is defaultly set to 64, and the depth of the binary
tree in decomposition is set to 6, finally resulting in a code with a length of 1212
for each character. Since the setting is slightly different from [32], for fair com-
parison, we produce 1212-dimensional character representations for HierCode in
our experiments. All of the input character images are resized to 96 x 96. Fur-
thermore, under the zero-shot evaluations, we also keep the same setting as [32].
Specifically, during the training phase, the similarity is calculated only with
the representations of the characters appearing in the training set, while during
the inference phase, the final classification results are obtained by matching the
model predictions with the all characters comprising both the training and test
sets.

4 Results

4.1 Comparison with State-of-the-Art Methods

To evaluate the effectiveness of FaRE, we conduct a comprehensive comparison
between it and a classical recognition method, i.e., CRNN [18], together with five
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Table 3: Alabtion study on the encoding dimension.

Encoding Accuracy /%

Dimension  Zero-Shot (2755) Full-supervised
64 57.17 97.82
96 56.91 _¢.26 97.80-0.02
128 56.35 0.82 97.81_0.01

Table 4: Alabtion study on feature extractor in FaRE.

Feature Accuracy /%
Extractor  Zero-Shot (2755)  Full-supervised
ResNet18 55.95_1.22 97.23_0.59
ResNet34 57.17 97.82
ResNet50 57.15_0.02 97.78 _0.04

advanced zero-shot Chinese text recognition methods, i.e., DenseRAN [22], HDE
[2], SLD [3], CUE [13], SideNet [8], and even a state-of-the-art zero-shot Chi-
nese text recognition method based on random sparse multi-hot encoding strat-
egy, i.e., HierCode [32], in both zero-shot and full-supervised cases. Recognition
performance is measured by character accuracy. As illustrated in Table 2, our
method achieves a noticeable improvement when compared to the state-of-the-
art zero-shot methods in most cases. Partically, under zero-shot scenarios, FaRE
suprasses the SOTA method, i.e., HierCode, with absolute accuracy increments
of 1.36%, 1.64%, 1.33%, 1.49%, and 1.32% at k in {500, 1000, 1500, 2000, 2755},
respectively, which demonstrates the effectiveness of the proposed feature-aware
radical encoding strategy. As for the full-supervised case, FaRE can also boost
the recognition performance by 2.04% and 0.68% when compared to the classic
recognition method CRNN and the advanced recognition method HDE, respec-
tively.

4.2 Ablation Study

This section conducts an ablation analysis to analyze the crucial components in
FaRE, i.e., encoding dimension, feature extractor, and projection method. For
efficiency, only the results in the zero-shot scenario with k£ = 2755 and the full
supervised scenario are reported in Tables ITI-V, while the analogous tendencies
are also observed across broader settings (details omitted). The gray denotes the
default setting.

Encoding Dimension Impact As summarized in Table III, 64-dimensional
encoding yields optimal performance in both zero-shot and fully supervised sce-
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Table 5: Alabtion study on projection aglorithms.

Projection Accuracy /%
Aglorithm  Zero-Shot (2755)  Full-supervised
PCA 56.82_0.35 97.21 .61
t-SNE 56.61 _0.56 97.03_0.79
UMAP 57.17 97.82

narios. Specifically, the lower encoding dimension, like 32, inadequately captures
radical feature complexity, compromising performance, while the higher encod-
ing dimensions, e.g., 96 or 128, may lead to overfitting, detrimental in zero-shot
recognition scenarios.

Feature Extractor Efficiency As evidenced in Table IV, ResNet34 emerges as
the most efficacious backbone for extracting visual features from rendered radical
images, striking an advantageous balance between computational efficiency and
benefits for recognition performance.

Projection Algorithm Comparison We consider three prominent projection
techniques, i.e., PCA, t-SNE [14], and UMAP [15], for dimension reduction of
radical features. As shown in Table V, UMAP achieves the best result, which is
attributed to its balanced preservation of local and global topological features in
the visual space, thus generating both discriminative and feature-aware embed-
dings. Conversely, PCA’s linearity limits topology preservation, and t-SNE pays
too much attention to the local while sacrificing the global topology, resulting
in ambiguous representation.

Zero-shot (2755) Full supervised
12 # 2 & B’ H
Ground-truth: EE G- - % 2 B
Random encoding: 41 ®oOE I
FaRE: T M % 2 B

Fig. 5: Comparisions of several hard samples under both zero-shot and full-supervised
scenarios. The correct and incorrect recognitions are separately marked in blur and
red.

B R X
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4.3 Case Study

There are numerous visually similar Chinese characters, particularly in handwrit-
ten styles. As illustrated in Fig. 5, we compared a series of challenging samples in
both zero-shot and fully-supervised scenarios. Thanks to considering the visual
features during radical encoding, our method produces more robust character-
level representations, resulting in improved performance on these confounding
samples.

5 Conclusion and Future Work

In this paper, we propose a feature-aware radical encoding strategy (FaRE) to
enhance radical-based zero-shot Chinese character recognition methods. FaRE
introduces visual clues into the encoding space, deriving more representative rad-
ical and character-level encodings for zero-shot recognition models. This prompts
the prediction heads to make more reasonable decisions, thereby improving
recognition performance. Experimental results demonstrate that FaRE achieves
significant improvements compared to state-of-the-art zero-shot Chinese charac-
ter recognition methods in both zero-shot and fully-supervised scenarios. Future
work will focus on developing a unified encoding strategy to handle alien-shape
radicals that cannot be rendered by TTF.
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